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Abstract

This paper shows that domain-independent tools from classi-
cal planning can be used to model and solve a broad class of
game-theoretic problems we call Cost-Adversarial Planning
Games (CAPGs). We define CAPGs as 2-player normal-form
games specified by a planning task and a finite collection of
cost functions. The first player (a planning agent) strives to
solve a planning task optimally but has limited knowledge
about its action costs. The second player (an adversary agent)
controls the actual action costs. Even though CAPGs need
not be zero-sum, every CAPG has an associated zero-sum
game whose Nash equilibrium provides the optimal random-
ized strategy for the planning agent in the original CAPG.
We show how to find the Nash equilibrium of the associated
zero-sum game using a cost-optimal planner via the Double
Oracle algorithm. To demonstrate the expressivity of CAPGs,
we formalize a patrolling security game and several IPC do-
mains as CAPGs.

Introduction
Research in classical planning focuses on developing
domain-independent methods and tools to model and solve a
broad range of planning tasks, where an agent chooses a se-
quence of actions to achieve a set of goals. This paper shows
that these domain-independent tools can also be applied to
game-theoretic problems studied within AI, particularly to
security games (Tambe 2012). Many applications of security
games use the language of the normal-form games working
with an elementary indecomposable notion of a pure strat-
egy, even though pure strategies can be expressed as a com-
plex sequence of actions. Consequently, each application in-
troduces a domain-dependent formalism capturing the inner
structures of pure strategies. We demonstrate that it is pos-
sible to model this internal structure as a classical planning
task. As a result, we obtain a general framework to model a
broad class of security games and solve them using any cost-
optimal planner combined with game-theory techniques.

We define a class of cost-adversarial planning games
(CAPGs) specified by a planning task that the first player
(P-player) strives to solve optimally but the action costs are
influenced by the second player (C-player). More precisely,
CAPGs are 2-player normal-form games, where the P-player
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chooses a plan and the C-player chooses a cost function from
a given collection of cost functions. Even though, this inter-
action is simpler than other forms of multi-agent adversarial
planning, where both agents can select arbitrary plans (Braf-
man et al. 2009; Speicher et al. 2018), it can still capture
many relevant scenarios. For example, by increasing the cost
of certain actions, the C-player can force the P-player to
choose alternative plans. Furthermore, this allows us to con-
sider randomized strategies, which is very relevant in some
practical applications.

Cost-adversarial planning games are almost zero-sum
games. Every almost zero-sum game is best-response equiv-
alent to a zero-sum game. This allows computing the opti-
mal mixed strategy for the P-player by computing a Nash
equilibrium in the equivalent zero-sum game. Nash equilib-
rium (NE) is a standard solution concept for normal-form
games; see e.g. (Shoham and Leyton-Brown 2009). A NE
of a zero-sum game can be computed in polynomial time
via a transformation to a linear program. However, this ap-
proach is unsuitable for CAPGs because the resulting linear
program can be too large. Moreover, the transformation is
computationally demanding. Thus to find a NE of a CAPG,
we employ the Double Oracle algorithm (McMahan, Gor-
don, and Blum 2003) which might be seen as a combination
of the column and the constraint generation method used
to solve large linear programs. This approach can leverage
domain-independent cost-optimal planning to solve CAPGs
with large state spaces efficiently.

The paper is organized as follows. After we recall all nec-
essary definitions and results from planning and game the-
ory, we introduce cost-adversarial planning games (CAPGs).
To demonstrate the expressivity of CAPGs, we discuss two
case studies showing what kind of problems one can model
as CAPGs. In particular, we introduce a domain inspired by
security games, which models wildlife protection against il-
legal poachers (Yang et al. 2014). Our experimental evalua-
tion shows that this approach is viable, and NEs can be found
in most cases where current cost-optimal planners are capa-
ble of solving the underlying planning task of the P-player.

Background
We assume the reader is familiar with optimal classical
planning. To keep our definition general, we define cost-
adversarial planning games over labelled transition systems
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so that the definition is independent of the formalism used
to specify the underlying planning tasks.

Every planning task Π induces a labeled transition sys-
tem (LTS) that is a tuple ΘΠ = 〈S,L, T , sI , S?〉, where S is
a finite set of states,L is a finite set of labels, T ⊆ S×L×S
is a set of transitions, sI ∈ S is an initial state, and S? ⊆ S
is a set of goal states. We write s l−→ s′ to refer to a tran-
sition from s to s′ with the label l. A sequence of labels
π = 〈l1, . . . , ln〉 is called a plan for ΘΠ if there exists

si−1
li−→ si ∈ T for every i ∈ {1, . . . , n} such that s0 = sI

and sn ∈ S?. The set of all plans for ΘΠ is denoted P(Π).
In optimal classical planning, there is also a cost function
c : L → R+

0 assigning each label l its non-negative real-
valued cost c(l). Given a cost function c, we can define the
cost of the plan π by c(π) =

∑n
i=1 c(li). A plan π is an

optimal plan if its cost is minimal among all plans.
We need to recall a few definitions and basic facts from

game theory; for details see e.g. (Shoham and Leyton-Brown
2009). A 2-player normal-form game (shortly game) is
a quadruple G = 〈X,Y, u1, u2〉 where X (resp. Y ) is a
finite set of pure strategies of Player 1 (resp. Player 2),
u1 : X × Y → R (resp. u2 : X × Y → R) is a utility func-
tion of Player 1 (resp. Player 2). When the game G is played,
both players choose simultaneously a strategy from their re-
spective sets of pure strategies X,Y . The outcome of G for
Player i is given by the utility function ui. The players strive
to maximize their utilities.

If a game is played repeatedly, it might be reasonable for
the players to randomize their strategies in order to increase
their expected utilities. A mixed strategy for Player 1 is a
probabilistic distribution p : X → [0, 1]. The set of all mixed
strategies of Player 1 is denoted ∆X . For a mixed strategy
p ∈ ∆X , we define its support spt(p) = {x ∈ X | p(x) >
0}. Note that a pure strategy x corresponds to a mixed strat-
egy δx such that spt(δx) = {x}. Mixed strategies ∆Y for
Player 2 and their supports are defined analogously.

The utility function ui can be extended to ∆ := ∆X ×
∆Y by ui(p, q) =

∑
x∈spt(p)

∑
y∈spt(q) p(x)q(y)ui(x, y).

In other words, ui(p, q) is the expected utility of Player i if
Player 1 plays p and Player 2 plays q.

An important class of games are zero-sum games, i.e.,
games where u1 + u2 = 0. In zero-sum games, it suffices to
consider only a single utility function u = −u1 = u2 that
Player 1 strives to minimize and Player 2 maximize.

A standard solution concept for games is Nash equilib-
rium defining stable pairs of mixed strategies.

Definition 1. Let G = 〈X,Y, u1, u2〉 be a game. A pair of
mixed strategies 〈p∗, q∗〉 ∈ ∆ is called a Nash equilibrium
(NE) if for all 〈p, q〉 ∈ ∆ we have

u1(p, q∗) ≤ u1(p∗, q∗), u2(p∗, q) ≤ u2(p∗, q∗). (1)

In other words, none of the players would change her strat-
egy knowing the strategy of the opponent because they mu-
tually play best responses against each other.

If G is zero-sum and we have only a single utility func-
tion u = −u1 = u2, the defining condition (1) becomes
u(p∗, q) ≤ u(p∗, q∗) ≤ u(p, q∗).

s0 s1

l1

l2

l3

Figure 1: LTS for a simple game.

Nash equilibrium is a reasonable solution concept, es-
pecially in zero-sum games. Nash (1951) proved that each
game has at least one Nash equilibrium. In fact, a game can
have more than one NE. In general games, it is problematic
for the players to select one among all NEs because the out-
come could be different for different NEs (consider e.g. the
well-known prisoners’ dilemma). Nevertheless, this problem
does not occur in zero-sum games. The value u(p∗, q∗) is al-
ways the same for any NE 〈p∗, q∗〉. Moreover, p∗ is a mini-
max strategy whereas q∗ is maximin strategy as follows from
Neumann’s theorem (von Neumann 1928).
Theorem 2. Let G = 〈X,Y, u〉 be a zero-sum game and
〈p∗, q∗〉 its NE. Then
u(p∗, q∗) = min

p∈∆X

max
q∈∆Y

u(p, q) = max
q∈∆Y

min
p∈∆X

u(p, q).

Thus to solve a zero-sum game, both players need to find
strategies preparing them best for the worst opponent’s strat-
egy. The value vG = u(p∗, q∗) is called the value of the
game.
Example 3. Consider a planning task Π inducing the LTS
in the Figure 1 with an initial state s0 and a goal state
s1. There are three labels {l1, l2, l3} with respective costs
1, 5, 53. The set of plans P(Π) consists of three plans of
length 1. We define a game over Π. Player 1 is supposed
to choose a plan getting her to the goal state. Player 2 (a
robber) is waiting for Player 1 either along the transition
s0

l1−→ s1 or s0
l2−→ s1. If Player 1 encounters Player 2,

Player 2 steals her 100 cost units. Formally, we have a game
G = 〈{l1, l2, l3}, {l1, l2}, u1, u2〉 where u2(li, lj) = 100 if
i = j and 0 otherwise, and u1(li, lj) = −c(li) − u2(li, lj).
Player 1 seeks a mixed strategy over plans that would max-
imize her expected utility (equivalently minimize her ex-
pected costs) provided that Player 2 behaves rationally max-
imizing his utility.

Note that the game is “almost” zero-sum as the sum
u1(li, lj) + u2(li, lj) = −c(li) does not depend on Player
2’s strategy. In this kind of game, we are interested in find-
ing the optimal strategy for Player 1, which will consist of a
mixed strategy over the possible plans to reach the goal.
Definition 4. We call a game G = 〈X,Y, u1, u2〉 almost
zero-sum if u1(x, y) + u2(x, y) = f(x) for some function
f : X → R.

To each almost zero-sum game G = 〈X,Y, u1, u2〉, we
associate its equivalent zero-sum game G0 = 〈X,Y, u〉
where u(x, y) = −u1(x, y) = u2(x, y) − f(x). An almost
zero-sum game G is best-response equivalent to its associ-
ated zero-sum game G0; see (Dritsoula, Loiseau, and Musac-
chio 2017). Thus they have the same NEs as is stated in the
next theorem.
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Theorem 5. Let G = 〈X,Y, u1, u2〉 be an almost zero-
sum game such that u1(x, y) + u2(x, y) = f(x) and G0 =
〈X,Y, u〉 its associated zero-sum game where u(x, y) =
−u1(x, y) = u2(x, y) − f(x). Then 〈p∗, q∗〉 is a NE of G
iff it is a NE of G0.

Proof. Note that u1(p, q∗) ≤ u1(p∗, q∗) iff u(p∗, q∗) =
−u1(p∗, q∗) ≤ −u1(p, q∗) = u(p, q∗). Similarly, we have
u2(p∗, q) ≤ u2(p∗, q∗) iff u(p∗, q) = u2(p∗, q) − f(p∗) ≤
u2(p∗, q∗)− f(p∗) = u(p∗, q∗).

Thus to solve an almost zero-sum game, it suffices to find
a NE 〈p∗, q∗〉 of its associated zero-sum game. Moreover,
Player 1’s utility u1(p∗, q∗) = −vG0 is just the opposite
of the value of G0 that is given by the minimax strategy
minp∈∆X

maxq∈∆Y
u(p, q). Consequently, Player 1’s util-

ity u1(p∗, q∗) is always the same in any NE 〈p∗, q∗〉. Thus
Player 1 is indifferent on which equilibrial strategy to play.
Nevertheless, the Player 2’s utility may differ in different
NEs because u2(p∗, q∗) = vG0 + f(p∗), i.e., Player 1 can
influence Player 2’s utility.

Example 6. Consider the almost zero-sum game G from
Example 3. Its associated zero-sum game is G0 =
〈{l1, l2, l3}, {l1, l2}, u〉 where u(li, lj) = c(li) + u2(li, lj).
The game has several NEs. At first, Player 1 plays either
l1 with probability 1/2 or l2 with probability 1/2. Player 2
plays l1 with probability 0.52 or l2 with probability 0.48.
The expected utility for Player 2 in this case is 50. The ex-
pected Player 1’s utility is −53. In the remaining equilib-
ria, Player 1 plays always l3 and Player 2’s strategy is arbi-
trary. The expected Player 1’s utility is again−53 but Player
2’s utility is 0 now. So Player 1 is indifferent which NE to
choose but her choice influences Player 2’s utility. Still, note
that the optimal utility of Player 1’s is well defined, so we
can compute an optimal strategy for Player 1.

In practical applications, we often look for an approxima-
tion of NE. We call a pair of mixed strategies 〈p′, q′〉 an ε-NE
if both players can improve their utilities at most by ε when
playing p′, q′.

Definition 7. Let G = 〈X,Y, u1, u2〉 be a game and ε > 0.
A pair of mixed strategies 〈p′, q′〉 ∈ ∆ is called an ε-Nash
equilibrium (ε-NE) if for all 〈p, q〉 ∈ ∆ we have

u1(p, q′) ≤ u1(p′, q′)+ε, u2(p′, q) ≤ u2(p′, q′)+ε. (2)

The advantage of ε-NE is that it is guaranteed that there
exists a NE with “small” supports; see (Lipton, Markakis,
and Mehta 2003). Even if the supports of NE might have
size of X or Y , there is an ε-NE whose size of sup-
ports is bounded by 12 lnn

ε2 (umax1 − umin1 )(umax2 − umin2 )
where n = max{|X|, |Y |}, umax1 = maxx∈X,y∈Y u1(x, y),
umin1 = minx∈X,y∈Y u1(x, y) and analogously for umax2

and umin2 .

Double Oracle
If we want to compute a NE of a zero-sum game G =
〈X,Y, u〉 and we know its utility function u on X × Y , we
can find it by linear programming in polynomial time in the

Algorithm 1 Double Oracle Algorithm

Input: Zero-sum game G = 〈X,Y, u〉, nonempty finite
subsets X1 ⊆ X , Y1 ⊆ Y , and ε ≥ 0

1: Let i := 0
2: repeat
3: i := i+ 1
4: Find NE (p∗i , q

∗
i ) of subgame 〈Xi, Yi, u〉

5: Find some xi+1 ∈ br(q∗i ) and yi+1 ∈ br(p∗i )
6: Let Xi+1 := Xi ∪ {xi+1} and Yi+1 := Yi ∪ {yi+1}
7: Let vi := u(xi+1, q

∗
i ) and vi := u(p∗i , yi+1)

8: until vi − vi ≤ ε
Output: ε-NE (p∗i , q

∗
i ) of G

size of the representation of u; see e.g. (Shoham and Leyton-
Brown 2009, Section 4.1). However, in this paper we deal
with situations when X or Y might be very large or it might
be difficult to compute the utility function for all possible
pure strategies.

To overcome this difficulty, we recall the Double Ora-
cle Algorithm (DO) introduced in (McMahan, Gordon, and
Blum 2003) that can compute a NE or ε-NE if it is stopped
before the final iteration. It iteratively computes a NE of a
subgame without evaluating the utility function in all points.
When X ′ ⊆ X and Y ′ ⊆ Y are nonempty subsets, we de-
fine the subgame G′ = 〈X ′, Y ′, u〉 of G by restriction of u
to X ′ × Y ′ (denoted by the same letter).

The subgames in particular iterations of DO are con-
structed from best responses. Given a mixed strategy q ∈
∆Y , the best response set for Player 1 is defined as br(q) =
{x ∈ X | u(x, q) = minx′∈X u(x′, q)}. Analogously, for
p ∈ ∆X the best response set for Player 2 is: br(p) = {y ∈
Y | u(p, y) = maxy′∈Y u(p, y′)}.

The pseudocode of the DO algorithm is listed in Algo-
rithm 1. The algorithm starts with the sets X1 and Y1 of
initial pure strategies. Typically, X1 and Y1 are singletons.
Next, these sets are iteratively enlarged by best responses
and the resulting subgame is solved by an LP solver. The
crucial observation regarding the convergence of DO is the
fact that a best-response for Player 1 gives a lower bound on
the game value vi whereas a best response for Player 2 gives
an upper bound on the game value vi. Consequently, if these
bounds are ε-close in an iteration i, the NE of the subgame
〈Xi, Yi, u〉 is an ε-NE of G. Further, note that DO is not a
deterministic algorithm as the best responses are not unique.

Cost-Adversarial Planning Games
Now we are ready to formally define cost-adversarial plan-
ning games. Let Π be a planning task inducing an LTS ΘΠ

with a cost function c. We define a game over Π as an almost
zero-sum game where Player 1’s pure strategies are plans in
P(Π) and Player 2’s pure strategies are cost functions from
a given finite set of cost functions C. For a plan π ∈ P(Π)
and a cost function g ∈ C, Player 2’s utility u2(π, g) is just
the cost of π w.r.t. g. Player 1’s utility u1(π, g) is the op-
posite of the cost of π w.r.t. the cost function c + g. The
cost function c defines base action costs and g represents the
adversary modification of the action costs.
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Definition 8. Let Π be a planning task and ΘΠ =
〈S,L, T , sI , S?〉 its underlying LTS with a cost function c.
Further, let C ⊆ (R+

0 )L be a finite set of cost functions.
A cost adversarial planning game (CAPG) is an almost
zero-sum game G = 〈P(Π), C, u1, u2〉 where u1(π, g) =
−c(π)−g(π) and u2(π, g) = g(π) for π ∈ P(Π) and g ∈ C.

We call Player 1 in G planning player (shortly P-player)
and Player 2 is called cost player (shortly C-player).

Note that the set of plans P(Π) might be in fact infi-
nite, whenever the underlying LTS contains cycles. How-
ever, only finitely many of them are actually relevant. To see
that note that the cost of a plan depends only on the multiset
of its actions. Thus the relevant plans are those with mini-
mal multisets of actions. There can be at most finitely many
minimal multisets as follows from Dickson’s lemma (Dick-
son 1913). Consequently, there can only be finitely many
relevant plans because for each multiset of actions, there is
only a finite number of plans corresponding to this multiset.

On the other hand, the number of relevant plans can be
exponential in the size of the planning task Π. To see that,
let us consider an n × n-grid of locations from the visitall
domain. Suppose we look for the shortest paths starting in
the bottom-left corner leading to the top-right corner. In this
case, the number of shortest plans is exponential in n be-
cause in each of the first n moves we can go either up or
right. This explains the necessity of applying DO to solve
CAPGs instead of solving them directly by precomputing a
set of relevant plans and using an LP solver.

CAPGs can be solved by solving its associated zero-sum
game G0 = 〈P(Π), C, u〉 where u(π, g) = −u1(π, g) =
c(π) + g(π). Thus G0 can be solved by DO. To do so, we
need to be able to compute a best response of any player to
a mixed strategy of her opponent (Line 5 in Algorithm 1).
First, consider a plan π = 〈l1, . . . , ln〉 and a mixed strategy
q ∈ ∆C . The utility u(π, q) is the expected cost of π w.r.t. q,
i.e., u(π, q) =

∑
g∈spt(q) q(g)(c(π) + g(π)). Thus u(π, q)

is the cost of π w.r.t. the cost function assigning to l ∈ L the
cost c(l) +

∑
g∈spt(q) q(g)g(l). Consequently, to find a best

response of the planning player to q, we must find a plan
π such that u(π, q) = minπ′∈P(Π) u(π′, q). Such plan π is
nothing else than an optimal plan w.r.t. the above cost func-
tion c +

∑
g∈spt(q) q(g)g that can be found by any optimal

planner.
To compute a best response of the cost player to a mixed

strategy p ∈ ∆P(Θ), we must find a cost function g
such that u(p, g) = maxg′∈C u(p, g′). We have u(p, g′) =∑
π∈spt(p) p(π)(c(π) + g′(π)). Thus it suffices to compute

g = arg maxg′∈C
∑
π∈spt(p) p(π)g′(π). To compute the

above cost function g, we simply iterate through all the costs
functions from C.

Even though the set C is an arbitrary finite set of cost func-
tions, some of its elements could be redundant because they
can be dominated by other mixed strategies. Note that the
elements of ∆C can be identified with the convex combina-
tions of elements from C, i.e., ∆C is the convex hull of C.
Thus we can restrict w.l.o.g. the set C to the extremal points
of ∆C . Moreover, as the cost player strives to maximize her
utility, it suffices to consider only the extremal points which

are maximal w.r.t. the pointwise order.

Case Studies
Cost-adversarial planning games provide quite a flexible
framework to model antagonistic situations. In this section,
we discuss particular applications of our framework. We
modelled all underlying planning tasks in PDDL (McDer-
mott et al. 1998). For our purposes, we extended the PDDL
format a bit to be able to specify the cost player’s pure strate-
gies. In general, to capture CAPGs in PDDL, one has to en-
code several cost functions instead of a single one. To sim-
plify the model, we decided that the C-player modifies only
the costs of action instances of a single action schema. Con-
sequently, our extended PDDL specifies only multiple action
costs for the instances of that action schema.

Patrolling Security Games
The first application is inspired by security games (Tambe
2012). Security games are usually modelled as Stackelberg
games. A 2-player Stackelberg game is specified by the same
data as a 2-player normal-form game. The difference is in
what players know about their opponent’s mixed strategy. In
the normal-form game, the players have no knowledge. On
the other hand, in Stackelberg games, one player is a leader
and the other one a follower. The leader has to announce
her mixed strategy in advance. The follower chooses her
strategy afterwards. A solution for a Stackelberg game is a
leader’s mixed strategy maximizing her utility provided that
the follower always plays her best response; see (Conitzer
and Sandholm 2006).

Thus each CAPG (and in fact each 2-player normal-form
game) defines also a 2-player Stackelberg game. As each
CAPG is an almost zero-sum game, we can relate its solu-
tion to the solution of the corresponding Stackelberg game.
More precisely, the P-player’s mixed strategy from NE is
the solution for the Stackelberg game provided that P-player
is the leader. This follows because the P-player’s equilib-
rial strategy is the minimax strategy. Thus she can announce
her strategy publicly without providing her opponent with
an advantage.

Now we describe our first case study, based on patrolling
security games (Yang et al. 2014; Shieh et al. 2012). Suppose
there is a national park attacked by poachers. For simplicity
we assume that there is a single poacher who regularly lays
down a snare somewhere in the park. Locations with higher
density of animals are more attractive for the poacher. On the
other hand, we have a ranger who patrols in the park every
day looking for the snare. However, the park is too large for
the ranger to inspect each location in the park within the day.
Our task is to find a probability distribution over a collection
of circular paths of limited length starting and finishing at
the ranger’s base so that he minimises the expected costs for
not discovering the snare and the travelled distance.

Formally, we model the park as a graph whose vertices
represent particular locations in the park and edges are the
road connections between them. Each road connection has
its length. One of the vertices is the ranger’s base. An ex-
ample can be seen in Figure 2. The poacher’s pure strategies

163



1

3

7

4

5

8

6

2

9

22

161537

12

26

30

35

31

34

19

40

28

Figure 2: The graph representing the park. The double cir-
cled vertex denotes ranger’s base. The equilibrial strategy
for the poacher is depicted with the gray nodes. The respec-
tive probabilities of the locations 8, 5, 2, 6, 9, 4 are 0.287,
0.283, 0.276, 0.131, 0.016, 0.005.
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Figure 3: The equilibrial strategy for the P-player for the
second scenario.

are vertices where he can put the snare. If the ranger vis-
its that location during his patrol, he eliminates the snare so
that the poacher’s utility u2 is 0. On the other hand, if the
ranger misses the location, the poacher’s utility is propor-
tional to the density of animals in that location. The ranger
is able to do at most k many moves during his patrol. Thus
the ranger’s pure strategies are paths starting and finishing
in the ranger’s base of length at most k. Ranger’s cost (i.e.,
−u1) is the travelled distance if he eliminates the snare. If
he misses the snare, his cost is increased by the poacher’s
utility.

Example 9. Consider the graph in Figure 2. It represents
locations in the park and their road connections with their
distances. The ranger is able to make at most seven moves
between the locations during a patrol. If the poacher traps
an animal, his utility is 10000 and 0 otherwise. The ranger’s
cost is the sum of travelled distance plus the poacher’s utility.
We will discuss solutions to this game in two scenarios.

Firstly, we assume that the poacher always traps an an-
imal obtaining the value of 10000 if his snare is not elim-
inated by the ranger. As the value 10000 is much greater
than the distances in the graph, the optimal mixed strategy
for the poacher is to put the snare into the most distant lo-
cations from the base (i.e., locations 8, 9). The precise prob-
abilities on the locations 9, 8, 2, 5, 4 are respectively 0.5,

0.492, 0.003, 0.002, 0.001. On the other hand, the ranger
is uniformly choosing among the paths (a) and (b) in Fig-
ure 3. Note that the paths consist of at most seven moves
and cover altogether all the locations. The value of the as-
sociated zero-sum game (i.e., the ranger’s cost) is 5164. The
poacher’s utility is 5000. Thus the ranger saves every second
animal on average.

Secondly, we consider a more realistic scenario, whose
equilibrial strategies are shown in Figures 2 and 3. Suppose
that the poacher, if his snare is not eliminated, traps an an-
imal at 30% of cases in all locations except the location 6
where he is successful in 70% of cases. So the poacher’s
utility, provided that the snare is not eliminated, in the loca-
tion 6 is 7000 and 3000 in the remaining locations. Now the
solution is not symmetric as before. The location 6 is attrac-
tive for the poacher so it pays off for him to risk putting the
snare into a closer location. At the same time, the poacher
should consider the locations 8 and 5 with higher probabili-
ties 0.287 and 0.283. By this, the poacher forces the ranger
occasionally to visit the left side of the graph while leav-
ing the attractive location 6 unvisited. On the other hand,
the ranger tends to visit the location 6 often to balance its
attractiveness for the poacher. The value of the associated
zero-sum game is 1926. The poacher’s utility is 1633. Thus
the poacher traps an animal roughly in 16% of cases.

We model this security game as a CAPG. The underly-
ing planning task is formalized in PDDL. The graph of lo-
cations is encoded in the same way it is done in the IPC
domain transport together with the drive action allowing
the ranger to move in the graph. The objective is to find a
route that finds as many locations where the poachers may
have put some snare as possible, so we have a soft goal
for each of those locations whose value depends on the
poachers utility. We compile these soft goals away (Key-
der and Geffner 2009), by forcing the plan to have two
phases. The first one is the patrolling phase in which the
ranger is moving through the graph by applying at most
k drive actions. If he visits a location loc, unary predi-
cate visited(loc) is set to true. Once he is back in the
base, the planner can use an action finish-patrol switch-
ing the plan to the second phase. In this phase, the plan-
ner has to iterate through all locations in an encoded lin-
ear order. In each iteration, to get to the next location, the
planner has to apply either check-visited-location or
check-unvisited-location. The first action can be used
only if the location was visited by the ranger and its cost is
zero. The second one can only be applied if the location is
not visited and its cost is determined by the poacher’s mixed
strategy, i.e., it is the product of the probability of catching
an animal at that location and the probability of putting the
snare into that location.

Finally, we discuss differences between our formulation
of the patrolling game and those coming from the literature
on security games (Yang et al. 2014; Shieh et al. 2012). They
use a compact representation for the ranger’s mixed strate-
gies. Instead of a probability distribution over paths, they
use a probability distribution over the locations expressing
the probability that a given location will be covered by the
ranger. After solving the game, the actual patrol paths are
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then generated by sampling from the set of all possible paths
satisfying given constraints. As this set is very large, various
pruning techniques are applied. On the other hand, our ap-
proach works directly with paths (and in general with plans).
Furthermore, as our solution uses domain-independent plan-
ning modelling the underlying planning task in PDDL, we
can easily encode other activities the ranger has to do dur-
ing the patrol. As we use the DO algorithm, we do not have
to use the compact representation and sampling because the
optimal planner in each iteration of DO picks up most “rele-
vant” plans. Further, we assume a perfectly rational poacher
whereas the model of (Yang et al. 2014; Shieh et al. 2012)
limited human rationality using the quantal response model
(McKelvey and Palfrey 1995) and the data collected with
human subjects to set the model parameters.

IPC Domains
Every IPC planning task can be turned into a CAPG if we
specify a set of pure strategies C for the C-player. In some
cases the solution of the resulting CAPG can be trivial. This
happens for instance if the P-player must apply an obligatory
action within her plan and the C-player may increase its cost.
Consider for instance the BlocksWorld domain. Suppose the
P-player has to build a tower having a block b on a block a.
If the C-player can increase the cost of the action stack b on
a, the P-player cannot avoid it. In such situations, the game
has a pure NE, i.e., the players do not randomize at all.

To create more interesting CAPGs, one needs domains
having sufficient variability in plans. In other words, the P-
player must have several possibilities for how to achieve her
goal to avoid the C-player’s traps. Such a domain is, for in-
stance, the transport domain as there are typically several
paths to follow in order to achieve the goal. One way to de-
fine the C-player’s pure strategies for a planning task in the
transport domain is to let the C-player choose a set of the
drive actions whose cost is increased. This approach has a
natural interpretation that the C-player lurks along a limited
number of roads to cause further expenses for the P-player
if she takes one of these roads. The P-player needs to deliver
all the packages to their destinations not knowing where the
C-player is. The extra expenses need not be the same every-
where. They can for example reflect how suitable the road is
for the attack or what load is being carried by the truck.

Example 10. Suppose we have a planning task from the
transport domain whose map of locations is the same as in
Figure 2. We have a single truck located at the location 9.
There are two packages to be delivered. The first in the lo-
cation 7 should be delivered to the location 1 and the second
one from the location 4 to the location 3; see Figure 4(a).
The C-player can choose and attack any drive action pro-
vided the truck is loaded. Thus it makes no sense to lurk
along the edge between the locations 3 and 6. If the P-player
applies the chosen drive action, she must pay 10000 penalty.
The optimal strategy for the C-player attacks two drive ac-
tions 1 → 3 and 7 → 3 each with the probability 0.5; see
Figure 4(a). This is reasonable as the P-player must deliver
a package to the location 3. Moreover, the number of possi-
bilities how to avoid the C-player’s trap is the smallest one
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Figure 4: The equilibrial strategies in Example 10 (a) for the
C-player, (b–c) for the P-player.

for the location 3 because the nodes corresponding to other
locations with packages (i.e. 7, 4, 1) have degree 4; see Fig-
ure 4(a). On the other hand, the P-player has to randomize
uniformly between two plans depicted in Figure 4(b–c).

Experiments
We evaluate the DO algorithm in several domains. First, in
the patrol domain we introduced in the previous section. Par-
ticular instances of the patrol domain were generated based
on the underlying maps of locations of the 30 instances
of the 2008 optimal-track version of the IPC transport do-
main. For each map, we considered three variants limiting
the number of moves the ranger can take at most to 6, 12,
and 18, respectively.

Further, we created variants of several domains from the
IPC, namely transport, data-network and visitall. For the
transport domain, we considered two variants of the C-
player’s pure strategies. In the first one (we call it transport),
the C-player can increase by a penalty the cost of a single
drive action determined by two locations x, y and a truck
t. So the penalty is applied only if the P-player applies ex-
actly that drive action. If another truck t′ drives from x to
y, the P-player pays no penalty. The second variant (called
transport-road) of the transport domain allows the C-player
to increase simultaneously the cost of all drive actions from
x to y no matter which truck applies it. The first variant
clearly allows larger flexibility for the P-player to avoid the
C-player’s trap. In data network, the C-player can choose
a server s and a script sc and increase simultaneously the
cost of all actions processing the script sc on the server s
no matter which data are processed. In visitall, we allow the
C-player to choose among particular move actions where a
penalty is applied. In all domains, the penalties increasing
the base costs were generated randomly from the interval
[1000, 10000] for each pure strategy.

The core of DO was implemented in Python1 and experi-
mentally evaluated on a cluster of computing nodes with In-
tel Xeon Scalable Gold 6146 processors. For each task, we

1https://github.com/geoborek/CAPGs
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ipdb lmcut ms
domain NE cov gmt maxt ml tl avgit mit avgP avgC NE cov gmt maxt ml tl NE cov gmt maxt ml tl

patrol 85 90 0.7 3.3 4 1 18.2 60 5.4 7.1 71 90 1.6 53.6 0 19 81 90 1.3 15.8 3 6
transport 13 14 0.7 7.2 17 0 11.8 21 5.2 7.2 9 11 1.3 982.4 0 21 11 11 0.8 20.5 19 0
transport-road 13 14 1.2 74.1 17 0 5.3 10 2.3 3.2 10 11 1.7 452.2 0 20 11 11 1.1 78.6 19 0
data-network 3 12 0.8 33.3 16 1 14.7 21 7.7 8.3 3 12 1.3 288.5 0 17 3 10 4.5 14.7 16 1
visitall11 11 16 0.5 13.7 9 0 17.5 34 9.1 13.3 9 10 0.5 4.2 0 11 9 9 0.9 5.3 11 0

Table 1: Overall results for all tested optimal planners. NE: the number of solved tasks; cov: the number of tasks where at least
one plan was produced; gmt: the geometric mean of the best-response computation times for the commonly solved tasks; maxt:
the maximum best-response computation time for the commonly solved tasks; ml: the number of tasks that failed due to the
memory limit; tl: the number of tasks that failed due to the time limit; avgit: the average number of iterations for the tasks
solved by ipdb; mit: the maximum number of iterations for the tasks solved by ipdb; avgP: the average size of the P-player’s
support for the tasks solved by ipdb; avgC: the average size of the C-player’s support for the tasks solved by ipdb.

set a 30-minute time limit on the whole computation pro-
cess and a 4 GB memory limit for the optimal planner. A
vast majority of computational resources are consumed by
the optimal planner. Our implementation of DO can be used
with any optimal planner to compute the P-player’s best re-
sponse. In the experiments, we use Fast Downward (Helmert
2006) using A∗ with three different admissible heuristics:
pattern databases (ipdb) (Haslum et al. 2007), LM-Cut (lm-
cut) (Helmert and Domshlak 2009) and merge-and-shrink
(ms) with bisimulation based shrinking (Helmert et al. 2014)
and the merge strategy SCC-DFP (Sievers, Wehrle, and
Helmert 2016).

The overall results with all considered optimal planners
are shown in Table 1. One can see that iPDB performed the
best w.r.t. the “usual” coverage as shown in the column cov,
meaning that the optimal planner was able to solve the first
planning task in the initialization of DO, which corresponds
to the original cost function disregarding the C-player. This
translates into finding also the NE in most cases. Interest-
ingly, the difference between NE and cov suggests that in
most cases, if the underlying planner is able to find an opti-
mal plan, the DO algorithm will terminate with a satisfactory
NE too. Further, Table 1 shows the average, maximum num-
bers of iterations and the average size of the P-player’s and
the C-player’s support. As these numbers are similar for all
the considered planners, we present them only for (ipdb).

For the best performing optimal planner (ipdb), we
present data on a typical DO execution for a single planning
task in the patrol domain. In this task, the ranger was allowed
to make up to 18 moves during his patrols. The map of loca-
tions having 21 locations is the same as in the task p07.pddl
in the IPC-2008 version of the transport domain. The con-
vergence of DO is shown in Figure 5. In the end, the NE is
found after 54 iterations and the resulting mixed strategies
have 14 plans and 15 cost functions, respectively. However,
after each iteration the DO algorithm produces a candidate
solution. The lower bounds computed by the planner in DO
(i.e., the cost of the optimal plan found at each iteration) are
small as long as there are good P-player’s plans covering
the C-player’s mixed strategies considered so far. Once the
C-player finds sufficiently many best responses w.r.t. previ-

ously found plans, the upper and lower bounds start to con-
verge; see Figure 5(a–b).

Even though the optimal planner solves the exact same
planning task only w.r.t. a different cost function, the times
needed to compute an optimal plan increase as DO gets
closer to the optimal strategies; see Figure 5(c). Similar be-
haviour can be observed in other tasks as well. The reason is
that mixed strategies for the C-player induce more complex
and diverse cost functions2, which is known that they can
negatively impact search performance (Wilt and Ruml 2011;
Fan, Müller, and Holte 2017). Figure 6(a) shows a compar-
ison between the considered planners in the best-response
computation time for a single task (problem06-half.pddl)
from the IPC-2011 visitall. The DO convergence for this
task is depicted in Figure 6(b) showing how the difference
between the upper and lower bounds decreases during the
DO execution for all considered planners. Note that the ac-
tual curves are different due to non-uniqueness of best re-
sponses, namely finding different optimal plans may impact
subsequent iterations of the algorithm.

The final graph in Figure 6(c) displays a correlation be-
tween the number of DO iterations and the size of the P-
Player’s equilibrial support for all successfully computed
tasks. It demonstrates that DO is a relatively efficient algo-
rithm regarding its iterations. In each iteration at least one
new pure strategy (best response) is computed and added
to the subgame. It follows that many of the generated pure
strategies are actually needed in the support of NE. Note that
there are several degenerated cases with tens of iterations
and support of size 1. These are the tasks from the patrol
domain with a smaller map and a larger number of allowed
moves. It takes several iterations to discover that there is a
single plan covering the whole map giving the C-player no
chance to trap an animal. The sizes of supports for the C-
player behave similarly.

2Note that, even when the simple strategies only increase some
action’s cost by a constant, mixed strategies are linear combinations
of those, potentially resulting on very diverse cost functions.
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Figure 5: The iterations of DO for a single planning task in the patrol domain. (a) The lower bound of the game value computed
by the optimal planner; the upper bound of the game value computed by searching the best C-player’s cost function; the value
of the DO subgame (b) The size of supports of NEs for the DO subgame. (c) The time the optimal planner needed to compute
the P-player’s best response.
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Figure 6: (a) The best response computation time for the planners ipdb, lmcut and ms on the problem problem06-half.pddl
in the 2011 version of the IPC domain visitall. (b) The difference between the upper and lower bound for the planners ipdb,
lmcut and ms on the same problem problem06-half.pddl. (c) The correlation between the number of iterations and the size
of the P-player’s equilibrial support for all tasks where a NE was found.

Related Work

Most of the literature on adversarial planning focus on
multi-agent planning where several agents are planning in
the same environment. To formalize agents interactions and
conflicts of their plans is a non-trivial task. Bowling, Jensen,
and Veloso (2003) proposed quite a complex definition of
an equilibrium for multi-agent planning. A Nash equilib-
rium for multi-agent planning was considered in (Larbi,
Konieczny, and Marquis 2007). Brafman et al. (2009 in-
troduce coalition games into multiagent setting. Stackelberg
game where a leader executes a plan followed by a plan of
the follower were considered in (Speicher et al. 2018; Tor-
ralba et al. 2021). In this paper, we focus on a conceptually
much easier setting where the adversary agent directly mod-
ifies the action costs. Despite its simplicity, it still formalizes
a reasonable class of problems relevant for practical applica-
tions, e.g. in security games.

The DO algorithm was proposed in (McMahan, Gordon,
and Blum 2003) to solve a certain class of zero-sum plan-
ning games over MDPs. Although these games substantially

overlap with CAPGs, McMahan, Gordon, and Blum (2003)
do not use any domain-independent formalism to model
the planning component of their games. The DO algorithm
in combination with domain-independent planners was also
applied in (Rytı́ř, Chrpa, and Bošanský 2019; Chrpa, Rytı́ř,
and Horčı́k 2020) focusing on resource collection games.

Conclusion
We introduced cost-adversarial planning games and showed
which problems can be modelled by these games. In partic-
ular, we illustrated how to model patrolling security games
within this formalism. Further, we showed how to solve
them using DO together with the tools from optimal classical
planning and experimentally evaluated our solution method.

As a byproduct, it turns out that the runtime of optimal
planners could be substantially influenced by the chosen cost
function. This suggests that CAPGs might serve as a reason-
able benchmark to test optimal planners w.r.t. several cost
functions, in particular given that many IPC domains used
in optimal planning have unit costs.
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